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The electronic coupling elements (ECEs) in the long-range intramolecular electron transfer systems with
porphyrin-benzoquinone donor/acceptor groups linked by organic spacers are investigated theoretically. A
method for calculating the electronic coupling element is developed based on ab initio molecular orbital
theory. The ECEs are expressed in terms of the Hamiltonian matrix elements of singly excited configuration
interaction wave functions with the localized donor, acceptor, and spacer orbitals. Compared to the hole
transfer mechanism, the electron transfer through the unoccupied spacer orbitals is found to be the responsible
mechanism in the present systems. The ECEs are examined by the decomposition and pathway analysis
methods. The results were that (a) the ECEs strongly depend on the geometries of spacer molecules, (b) the
through bond type interaction involving theπ* orbitals of benzene parts in the spacers gives significant
contributions to the ECEs, and (c) the interference between the electron pathways plays an important role in
determining the ECEs.

1. Introduction

Long-range electron transfer from electron donor to accep-
tor sites linked by organic spacers has received much attention
both from experimental and theoretical points of view in recent
years because of their importance in chemical and biological
systems.1 Experimentally, spacer species have been introduced
to biphenyl-naphthyl decalines,2-7 dimethoxynaphthalene-di-
cyanoethylene,8,9 and porphyrin-quinone1,10,11pairs in order to
investigate the effects of donor-acceptor distance and mutual
orientation on the electron transfer rates. The importance of
characters of spacer chemical bonds has been also recognized
in determining the rate constants, because the indirect through-
bond12,13 type electronic coupling between the donor and ac-
ceptor is responsible to these long-range electron transfer reac-
tions. Among various types of donor-acceptor pairs, the photo-
induced electron transfer processes in porphyrin-quinone
pairs1,10,11 have been extensively studied since these systems
are regarded as model compounds for the photosynthetic systems
in nature.
It is known that the reaction rate of long-range electron

transfer,kLRET, is given by Fermi’s golden rule with the Condon
approximation,14

whereVRP is the electronic coupling element (ECE) between
the reactant and product states and〈{FCWD}〉R is the Franck-
Condon weighted density of states, respectively. Theoretical
studies15-37 have been carried out to understand the role of
spacers in determining the magnitude of the ECE. These studies
have revealed that the dominant contribution to long-range ECE
comes from the indirect electron coupling attributed to the
through-bond interaction in the spacers.

In order to elucidate the mechanism of indirect coupling,
several methods for the pathway analysis20-37 have been pro-
posed and applied to chemical and biological systems using ab
initio and semiempirical molecular orbital (MO) methods. In
these analyses, the ECE is expressed as the sum of contributions
from the pathways starting from the donor orbitals and reaching
the acceptor ones through the spacer atoms or bonds. It has
been found that the ECE is mainly determined by several
dominant pathways and the interference among them reflecting
the structure of spacer plays an important role to determine the
magnitude of total ECE. In spite of the activities of these
theoretical studies on the ECE in long-range electron transfer,
many studies have concerned the spacers including saturated
hydrocarbon bonds and modeled the donor and acceptor moieties
with replacing by simple groups such as CH2.
In the present study, we performed ab initio MO calculations

for the photoinduced electron transfer of the porphyrin-quinone
systems,1 and2, shown in Figure 1. Recently, Sakata et al.
have studied the reaction processes of such compounds in polar
solvents experimentally.38 They found that reaction rates for
the compounds including bicyclo ring as the spacer are much
faster (∼30 times) than that of1, indicating that the bicyclo
ring is responsible for such enhancement of the electron transfer
rates. We calculated here the ECEs between the porphyrin and
quinone to elucidate the origin of such difference of the rates.
Since the reactions take place in the electronically excited states,
we employed singly excited configuration interaction (SECI)
wave functions to estimate the ECEs as well as to define the
reactant, product, and intermediate electronic states. We devised
a method to define the localized orbitals by the unitary
transformations of canonical MOs of the whole reaction systems
in constructing the SECI wave functions.
The purpose of present study is 2-fold. One is to clarify the

role of spacers in the photoinduced electron transfer processes
of the present molecular systems based on the pathway analyses.
In particular, we focus on the difference of contributions from† Research Fellow of the Japan Society for the Promotion of Science.
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π and σ orbitals in determining the magnitudes of ECEs.
Another is to construct a realistic molecular model for the
photoinduced long-range intramolecular electron transfer reac-
tions with the aid of ab initio MO calculations. We will present
the results of molecular dynamics calculations on the mechanism
of electron transfer in polar solvents in a future paper.
In the following section, we give details of the geometries

of 1 and2 determined by the present ab initio MO calculations.
In section 3, the theoretical models for calculating the ECE

employed are presented. Section 4 contains the calculated
results of the overall ECEs and the pathway analyses. Conclu-
sions are summarized in section 5.

2. Molecular Systems

The molecular systems studied in the present work consist
of three parts, dimethylporphyrin as the electron donor, ben-
zoquinone as the acceptor, and the spacers linking with them.
For the spacers, we chose two species as shown in Figure 1.
We first carried out ab initio calculations to determine the
geometries of spacers which are experimentally unknown,
because the ECEs for such long-range electron transfer processes
strongly depend on the geometries of spacers. Since the
geometry optimization calculations for the whole systems
including the donor and acceptor are computationally too
demanding, we optimized the geometries of the model systems,
1′ and2′ in Figure 2, which are constructed by replacing the
dimethylporphyrin part by the hydrogen atom.
We employed Hartree-Fock (HF) wave functions with the

split valence 3-21G basis set. The optimized geometries are
shown in Figure 2. For the system involving the bicyclo ring,
2′, we found two equilibrium geometries,2′a and 2′b. The
planes of benzene and quinone parts are almost in parallel with
each other in2′a as in the case of1′, while the molecular plane
of 2′b is strongly bended at the bicyclo ring site. The energy
calculated at2′a structure was slightly lower (1.1 kcal/mol) than
that at2′b. In order to see the effect of basis set on the relative
stability of these two structures, we repeated the HF calculations
with the 6-31G* basis set at the 3-21G-optimized geometries.
The resultant energy of2′a was slightly higher (3.3 kcal/mol)
than the 2′b. Considering that the difference of energies
between2′a and2′b is small, both the structures may exist in
real systems.
For the donor part, we used the geometry of porphyrin

obtained by Foresman et al.39 who carried the HF geometry
optimization calculations with the use of 3-21G basis set.
Geometries of the whole donor-acceptor systems, Figure 1,

were constructed using the optimized geometries of the sub-
systems,1′, 2′a, 2′b, and porphyrin. The geometric parameters
required for this purpose are summarized in Table 1. The atomic
numbers are defined in Figure 1. The geometry for the dimethyl
group and the C2-C3 bond distance were determined on the
basis of the experimental values for toluene and biphenyl,
respectively. The directions of C2-C3, C5-C6, and C11-
C12 bonds were taken to be coincide with those of the
corresponding C-H bonds in the subsystems. The dihedral

Figure 1. Structures of porphyrin-quinone photoinduced electron
transfer systems,1 and2. The arrow indicates the porphyrin carbon
atom to which the spacer is attached.

Figure 2. Geometries of the subsystems,1′, 2′a, and2′b.

TABLE 1: Geometric Parametersa

C2-C3 1.496
C5-C6, C11-C12 1.524
C6-H7, C6-H8, C6-H9 1.090
C12-H13, C12-H14, C12-H15 1.090
C1-C2-C3 (1) 120.1
Cl-C2-C3 (2a) 120.0
Cl-C2-C3 (2b) 119.9
C2-C3-C4 117.5
C4-C5-C6 125.0
C5-C6-H7, C5-C6-H8, C5-C6-H9 109.5
C10-C11-C12 124.4
C11-C12-H13, C11-C12-H13, C11-C12-H15 109.5
C1-C2-C3-C4 -90.0
C3-C4-C5-C6, C3-C10-C11-C12 0.0
C4-C5-C6-H7, C10-C11-C12-H13 180.0
C4-C5-C6-H8, C10-C11-C12-H15 60.0
C4-C5-C6-H9, C10-C11-C12-H14 -60.0
a In angstroms and degrees.
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angles of C1-C2-C3-C4 were assumed to be 90° because
these angles are hindered by the steric effect of the dimethyl
groups.
We carried out single point HF/3-21G calculations for the

whole systems1, 2a, and2b at the geometries determined above.
The difference in energies between2a and2b (1.1 kcal/mol)
was almost the same as that between their partial systems,2′a
and 2′b, indicating that the relative stability between2a and
2b is not altered by the substitutions of dimethylporphyrin
groups.

3. Theoretical Methods

3.1. Electronic Coupling Element. Using the perturbation
theory,15,40 the ECE between the reactant (R) and product (P)
states is represented by

whereVRP
dir is the direct or through space ECE andVRP

indir the
indirect or through bond one, respectively. The direct term is
given by

whereĤel is the electronic Hamiltonian and|φR〉 and |φP〉 are
the electronic wave functions of the reactant and product states,
respectively. The indirect term comes from the coupling
through the intermediate (I) states and is written as

whereHKL, is the Hamiltonian matrix element between the states
K and L,

and the indexIi denotes the intermediate statei. Gij(E) in eq
4 is the matrix element of the Green function for the intermediate
states:

whereĤel
I is the electronic Hamiltonian projected on the space

of the intermediate states andE is the tunneling energy,
respectively. It is convenient to expand the Green function into
a perturbation series:

whereĜ0(E) is the zeroth order Green function andV̂ is the
perturbation. If we take the diagonal elements ofĤel

I as the
unperturbed Hamiltonian, the matrix elements of the zeroth order
Green function are given by

and those of the full Green function are expressed as20

whereEi is the energy of the intermediate statei andVij is the
off-diagonal elements ofĤel

I.
We employed SECI wave functions to describe the electronic

structures in the electron transfer systems. The Hamiltonian
matrix element between the singly excited electronic configura-
tions is given by

where |1Ψ(a f r)〉 is the configuration state function (CSF)
generated by the single excitation from the orbitala to the orbital
r. E0 is the energy of the ground state,εij the Fock matrix
element, andδij the Kronecker delta, respectively. It is noted
that the Fock matrix in eq 10 is not diagonal if the localized
MOs (LMOs) which are unitary transformed from the canonical
molecular orbitals (CMOs) are used. The off-diagonal elements
of the Fock matrix represent the interaction between the LMOs.
The reactant and product electronic states are expressed by

the SECI wave functions as

where πi(Por) andπ*i(Por) denote theπ and π* orbitals of
porphyrin part andπ*i(Qui) the π* orbitals of quinone part,
respectively.Cij

R andCij
P are CI coefficients for theR andP.

The intermediate electronic states are described by the following
configurations:

whereψi(Sp) andψ*i(Sp) denotes the occupied and unoccupied
spacer orbitals. It is noted that the “electron” transfer pathways
in the charge separation processes are represented by the
configurations in eq 13a. On the other hand, the intermediate
states in eqs 13b and 13c contribute to the “hole” transfer
pathways. The hybrid “electron/hole” transfer pathways are
expressed by the configurations in eq 13d. The characters of
these pathways will be discussed in section 4.1.
3.2. Donor, Acceptor, and Spacer Orbitals.We obtained

the donor, acceptor, and spacer orbitals to construct the SECI
wave functions in eqs 11-13 by the unitary transformations of
CMOs of the whole systems. The occupied and unoccupied

VRP ) VRP
dir + VRP

indir (2)

VRP
dir ) 〈φR|Ĥel|φP〉 (3)

VRP
indir ) ∑

i,j

HRIi
Gij(E)HIjP

(4)

HKL ) 〈φK|Ĥel|φL〉 (5)

Ĝ(E) ) 1

E- Ĥel
I

(6)

G(E)) Ĝ0(E) + Ĝ0(E)V̂Ĝ(E)

) Ĝ0(E) + ∑
n)1

∞

Ĝ0(E)(V̂Ĝ0(E))n (7)

Gij
0(E) )

δij

E- Ei
(8)

Gij(E))
δij

E- Ei
+ ∑

k

1

E- Ei
VikGkj(E)

)
δij

E- Ei
+

1

E- Ei
Vij

1

E- Ej
+

∑
k

1

E- Ei
Vik

1

E- Ek
Vkj

1

E- Ej
+ ... (9)

〈1Ψ(af r)|Ĥel|1Ψ(bf s)〉 ) εrsδab-εabδrs-(rs|ba) +
2(ra|bs) + δabδrsE0 (10)

|φR〉 ) ∑
i,j

|1Ψ[πi(Por)f π*j(Por)]〉C
R
ij (11)

|φP〉 ) ∑
i,j

|1Ψ[πi(Por)f π*j(Qui)]〉Cij
P (12)

|φIi[dfs*] 〉 ) |1Ψ[πd(Por)f ψ*i(Sp)]〉 (13a)

|φIi[sfa*] 〉 ) |1Ψ[ψi(Sp)f π*a*(Qui)]〉 (13b)

|φIi[sfd*] 〉 ) |1Ψ[ψi(Sp)f π*d*(Por)]〉 (13c)

|φIij [sfs*] 〉 ) |1Ψ[ψi(Sp)f ψ*j(Sp)]〉 (13d)
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orbitals were transformed separately. The orbital sets were
determined by the procedure including the following three
steps: the determination of (1) the donor and acceptorπ and
π* orbitals, (2) the spacerπ andπ* orbitals, and (3) the valence
σ andσ* orbitals.
3.2.1. Donor and Acceptorπ Orbitals. Theπ andπ* orbitals

of donor and acceptor parts were first determined by the
corresponding orbital transformation41 (COT) to the reference
donor and acceptor orbitals which were obtained by the
calculations of isolated porphyrin and benzoquinone molecules
with the 3-21G basis set. The geometries of reference molecules
were taken to be equivalent to those of the corresponding parts
of the whole systems. The C-C bonds linking to the spacer
parts were replaced by the C-H bonds with the length of 1.07
Å in the reference molecules.
We chose 13π and 11π* orbitals of porphyrin and 4π and

4 π* orbitals of benzoquinone as the reference orbitals. After
the COTs were performed separately both for the donor and
acceptor parts, the donor and acceptor orbital sets were
symmetric orthogonalized because there were very small
overlaps between the donor and acceptor orbitals. We further
diagonalized the Fock matrices for the donor and acceptor orbital
spaces to obtain the canonical-likeπ andπ* orbitals localized
to the donor and acceptor regions.
The energies ofπ andπ* orbitals important to describe the

R andP electronic states are tabulated in Table 2. The two
highest occupiedπ and two lowest unoccupiedπ* orbitals of
porphyrin part constitute the Gouterman's four orbital model.42

As seen in Table 2, the energies of these orbitals are almost
independent of the spacers and the differences are within 0.6
kcal/mol. This indicates that the transferability of donor and
acceptorπ and π* orbitals is well achieved in the present
procedure and, therefore, it is possible to compare the ECEs
between all the systems considered here using the resultant
localized donor and acceptor orbitals.
3.2.2. Spacerπ Orbitals. In order to accomplish the pathway

analyses based on eq 9, it is useful to define LMOs for the
spacer because the pathways of electron transfer are well
visualized with the use of LMOs. However, the present systems
contain benzene rings in the spacers and LMOs are not suitable
to represent theπ orbitals of benzene part. Therefore we
employed the same COT procedure as in section 3.2.1 to
determine theπ and π* orbitals of benzene moiety. The
reference orbitals were calculated at the same geometry in the
spacer with the replacement of the C-C bonds by the C-H
ones, and the COTs were carried out separately both for the
occupied and unoccupied manifolds. Since there exist degen-
eracies in theseπ andπ* orbitals because the geometry is very
close to theD6h symmetry even in the spacer and the
transformation among the degenerated orbital pair can not be
uniquely determined, we further transformed theseπ andπ*
orbitals by diagonalizing the dipole moment matrices. The
directions of dipole moment operators were chosen to be along
the direction ofC2 axis for 1 spacer and that of the crossing
line of theCs reflection plane and benzene ring for the systems
2aand2b, respectively. These axes are close to the directions

of reaction field from polar solvents induced by the electron
transferred states. Theπ andπ* orbitals obtained by diago-
nalizing the dipole moments are considered to be stable to the
electrostatic field from solvents.
3.2.3. σ Orbitals. We adopted the Boys’ localized orbitals43

(BLOs) to represent theσ orbitals from the following reasons.
First, the BLOs are localized at the regions of chemical bonds
and provide chemically intuitive description of electronic
structures of molecules. The pathway analyses in terms of
LMOs will give a graspable insight to the mechanism of
intramolecular electron transfer. Second, the magnitude of
interaction between BLOs is expected to be small enough to
achieve a rapid convergence for the perturbation series, eq 9,
as contrasted to the interactions between the localized atomic
orbitals. This would be helpful to find out the dominant electron
transfer paths. Finally, the BLOs are stable against the
electrostatic field from solvents as shown in Appendix. As is
well-known, electron transfer reactions are controlled by the
solvent polarization and thus the BLOs seems to be suitable to
describe the electronic structures of electron transfer systems
in polar solvents.
For 1 and2, 138 and 141 occupied BLOs were obtained by

applying the Boys’ procedure to the occupied orbital space after
excluding theπ orbitals determined above. Each occupied BLO
was well characterized to the core, nonbonding, and bonding
orbitals of donor, acceptor, and spacer parts.
Since we used the split valence 3-21G basis set, the number

of virtual orbitals is larger than that of valence antibonding
orbitals in the present case. We therefore defined the valence
antibonding orbital spaces with the use of natural localized
antibonding orbitals44 (NLABOs) obtained by diagonalizing the
density matrices where the occupation numbers of theπ orbitals
of porphyrin, benzoquinone, and spacer benzene parts were set
equal to zero. The COTs ofσ* unoccupied orbital set to the
valence anti-bonding NLABOs were carried out to derive the
valence antibonding orbital spaces. The BLO transformation
in these orbital spaces finally gave 86 and 88 valenceσ*
localized orbitals for1 and 2, respectively. The orbital set
obtained thus is denoted to be the Basis 1.
There remains the outer set of orbitals in the virtual orbital

space after defining the Basis 1. Unfortunately, there are
nonnegligible interaction between the valence and outer orbitals
and the importance of such interaction in evaluating the ECEs
was pointed out by Liang et al.24 in their study based on the
natural bond orbitals.44 It is expected that the valence-outer
interaction is also important in the present model based on
NLABO considering that the NLABOs used to define the
valence space in Basis 1 are determined by the transformation
within the space of natural bonding and antibonding orbitals.
We therefore attempted to include the effect of valence-outer
orbital interaction in defining new valence orbital sets. We
constructed the Fock matrices in terms of the valence unoc-
cupied and outer orbitals, and we diagonalized the reduced Fock
matrices including one valence unoccupied orbital (i.e.,π* or
σ* localized orbital) and all the outer orbitals. Each of the
diagonalization provides the modified valence orbital which is
given as the eigen vector corresponding to the lowest eigen
value. Since the modified valence unoccupied orbitals obtained
after the sequence of diagonalizations are not orthogonal to one
another, we further applied the symmetric orthogonalization to
them. The resultant orbital set is referred to the Basis 2.
Theσ* orbitals of the porphyrin skeletons were excluded from

the Basis 1 and 2 orbital sets in constructing the SECI wave
functions because the electronic configurations representing the

TABLE 2: Energies (eV) of π and π* Orbitals of Donors
and Acceptors

1 2a 2b

π(2nd HOMO; porphyrin) -6.679 -6.689 -6.682
π(HOMO; porphyrin) -6.225 -6.235 -6.229
π*(LUMO; porphyrin) 0.493 0.484 0.491
π*(2nd LUMO; porphyrin) 0.601 0.590 0.597
π*(LUMO; quinone) 0.482 0.458 0.470
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excitation to theseσ* orbitals are considered not to be important
in the reaction process. The numbers of the spacer unoccupied
orbitals thus became 50 and 52 for the system1 and 2,
respectively.
3.2.4. Comparison of Basis 1 and 2. In Figure 3, a histogram

of the energies of valence unoccupied orbitals both for Basis 1
and 2 sets for2a is presented. In the Basis 1, roughly speaking,
there are two peaks at the regions of 4-7 eV and 14-22 eV.
The lower and higher energy peaks consist of theπ* and σ*
orbitals, respectively. For the Basis 2, new two peaks appeared
at the regions centered at 10 and 13 eV and these orbitals were
identified as theσ* orbitals of the C-H antibonding and C-C
antibonding characters. Note that theσ* skeletons of benzene
and benzoquinone parts were still high in energy.
It is preferable to employ highly localized orbitals in order

to distinguish the electron transfer pathways clearly. We
evaluated the transition dipole moments between the orbitals
to assess the degree of localization of the orbital sets derived
here. As shown in Appendix, highly localized orbitals in the
sense of the Boys’s localization have small transition dipole
moments. Figure 4 shows the distributions of absolute values
of the transition dipole momentsRh ij,

calculated for the2amolecule with the use of Basis 1, Basis 2,
and Basis 2(CMO). The Basis 2(CMO) orbitals were obtained
by diagonalizing the Fock matrix defined in terms of Basis 2,
and are therefore regarded as the canonical orbital set in the
valence space. Because the Basis 1 was determined by the
Boys’s localization, the transition dipole moments have smaller
values. On the other hand, there are large transition dipole
moments in the case of Basis 2 (CMO). In general, such

canonical orbitals are delocalized. The transition dipole mo-
ments for the Basis 2 are slightly larger than those for the Basis
1 because the Basis 2 orbitals were obtained by mixing the outer
orbital components into the Basis 1 sets. Nevertheless, the Basis
2 seems to be acceptably localized compared to the Basis 2
(CMO).
3.3. Electronic States. The SECI wave functions for the

reactant, product, and intermediate states were constructed with
the donor, acceptor, and spacer orbitals determined above. The
reactant electronic wave functions were given by diagonalizing
the Hamiltonian matrix spanned by the configurations which
correspond to single electron excitations from theπ orbitals to
the π* orbitals of porphyrin. The lowest energy states were
defined as the reactant state, Por*-Qui. The electronic states
of the product defined by eq 12 contain cation states of
porphyrin which have Au- or B1u-like symmetries. Unfortu-
nately, it is not possible to determine the relative stability of
these cation states at the present level of the calculations.45We
therefore investigated the ECE and the pathways for each case
where the product and intermediate electronic states include each
of cation states of porphyrin. Diagonalizing the Hamiltonian
matrix spanned by the configurations which have the excitations
from each of theπ orbitals of porphyrin to the valenceπ*
orbitals of quinone, the lowest energy state was defined as the
product state for each of the cation states, Por+(Au) - Qui-

and Por+(Blu) - Qui-.

4. Results and Discussion

4.1. Electron Transfer vs Hole Transfer. Taking into
account the intermediate states given in eq 13, we can define
three different types of pathways as discussed by Liang et al.,25

which are schematically illustrated in Figure 5. One is the pure
“electron” transfer (e-transfer) involving only the intermediate
states|φIi[dfs*] 〉 as shown in Figure 5a. The contribution from
e-transfer pathways,VRP

indir(e) is given by

whereGij
e is the matrix elements of the Green function of

e-transfer:

The other pathways, ex/h- and h/ex-transfers in Figure 5b and
c, are regarded as the “hole” transfer (h-transfer) types ac-
companied by the excitation transfers from porphyrin to quinone.
The ex/h-type is represented by the excitation transfer followed
by the h-transfer and the h/ex-type is the reverse. These are
expressed by the intermediate states|φIi[sfa*] 〉 and |φIi[sfd*] 〉,
and the contributions from these pathways,VRP

indir(ex/h) and
VRP
indir(h/ex), are calculated by the analogous formulas to eq 15

and 16.
We calculatedVRP

indir(e), VRP
indir(ex/h) andVRP

indir(h/ex) for the system
1with the Basis 2 spacer orbitals. For computational simplicity,
we employed only Goutermans 4 orbitals42 (i.e., the 2au and
5b1u π orbitals and 4b3g and 4b2g π* ones for porphyrin and the
lowest unoccupiedπ* orbital for quinone, respectively). The
tunneling energiesE in eq 4 were set to be the energies of the
product states.
In Table 3, the calculatedVRP

indir(e), VRP
indir(ex/h), andVRP

indir(h/ex) are
tabulated. VRP

indir(ex/h) and VRP
indir(h/ex) are significantly smaller

than VRP
indir(e), indicating that the pathways involving the h-

Figure 3. A histogram of orbital energies of the Basis 1 and Basis 2
sets for1.

Figure 4. Distributions of absolute values of the transition dipole
momentsRh ij for 2a with the Basis 1, 2, and 2(CMO) sets.

Rh ij ) x〈i|x|j〉2 + 〈i|y|j〉2 + 〈i|z|j〉2 (14)

VRP
indir(e) ) ∑

i,j

VRIi[dfs*]Gij
eVIj[dfs*]P (15)

Ĝe ) 1

E- Ĥel
I[dfs*]

(16)
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transfers play a minor role in determining the ECEs. This comes
from small electronic interaction elementsVRIi[sfa*] and
VIi[sfd*]P in VRP

indir(ex/h) and VRP
indir(h/ex), respectively, which in-

clude only two electron integrals of the SECI matrix elements,
eq 10. It is noted that the hybrid “electron/hole” type pathways
represented by the configurations in eq 13d are expected to give
minor contributions because the electronic coupling elements
are constituted by only two electron integrals. Since the e-trans-
fer couplingsVRP

indir(e) are the dominant contributions in the in-
direct electronic couplings for the present charge separation
processes, we consider only the e-transfer couplings and neglect
the contributions involving the h-transfers in the following
analyses.
4.2. Overall Electronic Coupling Element. The overall

electronic coupling elementsVRP were calculated with the SECI
matrix elements of intermediate states using the Basis 1 and 2
spacer orbitals. In constructing the reactant and product states,
we adopted all the the valence donor and acceptorπ* orbitals,
11 and 4π* orbitals of porphyrin and quinone, respectively.
The excitation energies of the reactant and product states are
presented in Table 4. The calculated excitation energies are
overestimated by about 1 eV. As is easily seen, the reactant
states have almost the same excitation energies for all the
molecules. On the other hand, the energy of the product state
for 2b is significantly lower than the energies for1 and 2a.
This stabilization of the product state for2b comes from a

stronger electrostatic interaction between the donor and acceptor
parts due to the shorter donor-acceptor distance.
The resultant ECEs are summarized in Table 5. In the Au

case, the ECEs with Basis 1 and 2 were evaluated to be 6.27
and 6.75 cm-1 for 1. These ECEs are slightly smaller than those
for 2a, 8.55 and 8.81 cm-1, respectively. The relative position
of the donor and acceptor parts in2a is similar to that in1,
although2a involves the bicyclo ring in the spacer part. It
therefore seems that the presence of the bicyclo ring does not
cause a large difference in the magnitude of ECE. On the other
hand, the ECEs for2b, 18.86 and 27.29 cm-1 by Basis 1 and
2, respectively, are much larger than those for1 and 2a.
Accordingly, the difference in geometry between2a and 2b
produce a large difference in the ECEs. It is noted that the
ECE of2b calculated with Basis 2 is significantly larger than
that with Basis 1, though both the basis sets provide similar
values of the ECE for1 and2a.
For the B1u states, the ECEs for1, 2a, and2bwere calculated

to be 4.64, 6.45, and 10.24 cm-1 with Basis 1, respectively.
The relative magnitudes of these ECEs are in qualitative
agreement with those in the A1u case. In contrast to the other
cases, the ECE for2b is reduced to 7.38 cm-1 using the Basis
2. We will discuss this point later.
Considering the experimental result38 that the molecule2

shows much faster electron transfer rate than1, it is likely that
the Au type state for2b is responsible to the actual electron
transfer process. This is consistent with the ordering of product

Figure 5. Schematic depiction of (a) e-transfer, (b) ex/h-transfer and (c) h/ex-transfer.

TABLE 3: Electronic Coupling Elements of e-, ex/h-, and
h/ex-transfers (cm-1) for 1

Au B1u

VRP
indir(e) 4.24 6.28

VRP
indir(ex/h) -5.73× 10-2 -2.10× 10-3

VRP
indir(h/ex) -6.32× 10-3 5.28× 10-4

TABLE 4: Excitation Energy (eV) of Reactant and Product
States

1 2a 2b

Por*-Qui 3.059 3.059 3.059
Por+(Au)-Qui- 5.634 5.611 5.422
Por+(B1u)-Qui- 6.098 6.076 5.887
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state energies in Table 4, where the energy of the Au type
product state for2b is the lowest.
4.3. Decomposition of Overall Electronic Coupling Ele-

ments. As shown above, the overall ECEs depend on the
characters of spacers and the electronic structures of the
intermediate and product states. The pathway analyses would
provide a clear explanation of the origin of these dependences
by finding out the dominant pathways to determine the ECEs.
However, a large number of pathways, the terms of the expan-
sion in eq 9, are generated because of large intermediate space
in the present case, which make the pathway analyses compli-
cated. We therefore divided the intermediate space into several
subspaces and decomposed the overall ECE into the contribu-
tions from the intermediate subspaces based on eqs 2 and 7.
One of the contributions is the direct ECE, eq 3. For the indirect
ECE, we classified the intermediate states eq 13a into three
types. One is the configuration where theπ* orbital of benzene
part (π*(Ben)) is occupied by an electron because the character
of benzeneπ* orbitals is obviously different from that of the
σ* orbitals. The states where theσ* orbital are involved were
further divided into two types: one is the configurations in-
volving theσ* orbitals in the two methyl groups attached to
porphyrin (σ*(DMe)) and another is the remainingσ* orbital
states (σ*). In eq 7, the unperturbed Green functionĜ0(E) is
expressed by the sum of the Green functions for the intermediate
subspaces, i.e.

whereĜA
0(E) is the Green function for the subspaceA. It is

noted thatĜ0(E) is defined using the block diagonal Hamiltonian
matrix and the perturbation partV̂ in eq 7 corresponds to the
block off-diagonal Hamiltonian matrix. The indirect ECE is
thus given as the sum of contributions from three terms,
VRP
indir[A], VRP

indir[A, B], andVRP
indir[A, B, C].

VRP
indir[A], the contributions from the pathways involving only

the subspaceA, is given by

The terms which include bothĜA
0(E) and ĜB

0(E) in eq 7
constituteVRP

indir[A, B]. This contribution was estimated with
the relation,

where ĜAxB
0 (E) is the Green function of the Hamiltonian

defined in terms of the subspacesA andB. The third con-
tribution VRP

indir[A, B, C] is given by the analogous relation to
VRP
indir[A, B], i.e.

The results of decomposition analyses of the ECEs are
summarized in Tables 6-8. The differences of the ECE
valuesbetween the two basis sets as discussed above are clearly
understood by the decomposition analyses. For all the cases,
VRP
indir[π*(Ben), σ*] with Basis 2 are larger than those with

Basis 1. For the2b system, Basis 2 yields larger magnitudes
of VRP

indir[σ*(DMe), σ*] compared to Basis 1, though the signs
are different between the Au and B1u symmetries. These come
from the diffuseness ofσ* orbitals in Basis 2 which are
improved by including the outer orbitals. The difference in
the signs ofVRP

indir[σ*(DMe), σ*] is attributed to the interac-
tion mode of the dimethylσ* orbitals with the porphyrinπ*
ones.
The contributions from indirect ECEsVRP

indir are dominant in
all systems except for2b in the Au case. The direct contribu-
tion is∼1/3 of VRP in 2b with Basis 2, 9.26 cm-1, while these

TABLE 5: Overall Electronic Coupling Elements VRP

(cm-1)

Au B1u

VRP Basis 1 Basis 2 Basis 1 Basis 2

1 6.27 6.57 4.64 8.38
2a 8.55 8.81 6.45 8.88
2b 18.86 27.29 10.24 7.38

Ĝ0(E) ) ∑
A

ĜA
0(E) (17)

VRP
indir[A] ) 〈φRV̂ĜA

0(E)V̂|φP〉 (18)

VRP
indir[A, B] ) 〈φR|V̂ĜA

0
xB(E)V̂|φP〉 - VRP

indir[A] - VRP
indir[B]

(19)

VRP
indir[A, B, C] ) VRP

indir - ∑
X

VRP
indir[X] - ∑

X>Y
VRP
indir[X,Y] (20)

TABLE 6: Decomposed Electronic Coupling Elements
(cm-1) for 1

Au B1u

Basis 1 Basis 2 Basis 1 Basis 2

VRP
dir 1.14 0.96

VRP
indir 5.13 5.43 3.68 7.42

VRP
indir[σ*(DMe)] -0.03 -0.05 0.01 0.06

VRP
indir[π*(Ben)] 3.30 3.62 4.04 4.36

VRP
indir[σ*] 1.39 0.02 -1.20 -0.62

VRP
indir[σ*(DMe),

π*(Ben)]
-0.15 -0.14 0.04 0.11

VRP
indir[σ*(DMe), π*] -0.03 -0.24 0.02 0.23

VRP
indir[π*(Ben),σ*] 0.69 2.44 0.75 3.08

VRP
indir[σ*(DMe),

π*(Ben),σ*]
0.04 -0.22 0.02 0.20

TABLE 7: Decomposed Electronic Coupling Elements
(cm-1) for 2a

Au B1u

Basis 1 Basis 2 Basis 1 Basis 2

VRP
dir 2.28 0.47

VRP
indir 6.27 6.53 5.98 8.41

VRP
indir[σ*(DMe)] -0.06 -0.05 0.04 0.08

VRP
indir[π*(Ben)] 4.28 4.57 4.75 4.93

VRP
indir[σ*] 0.63 -0.18 -0.82 -0.51

VRP
indir[σ*(DMe),

π*(Ben)]
-0.14 -0.13 0.01 0.79

VRP
indir[σ*(DMe), σ*] 0.00 -0.18 0.00 0.21

VRP
indir[π*(Ben),σ*] 1.64 2.67 1.97 3.44

VRP
indir[σ*(DMe),

π*(Ben),σ*]
-0.08 -0.17 0.03 -0.53

TABLE 8: Decomposed Electronic Coupling Elements
(cm-1) for 2b

Au B1u

Basis 1 Basis 2 Basis 1 Basis 2

VRP
dir 9.62 -0.61

VRP
indir 9.24 17.67 10.85 7.99

VRP
indir[σ*(DMe)] 1.05 0.52 -0.77 -0.50

VRP
indir[π*(Ben)] 6.25 6.25 7.89 7.81

VRP
indir[σ*] -0.62 1.32 0.75 0.46

VRP
indir[σ*(DMe),

π*(Ben)]
-0.39 -0.34 0.00 0.25

VRP
indir[σ*(DMe), σ*] 0.57 5.73 -0.38 -4.88

VRP
indir[(π*(Ben),σ*] 2.54 4.59 3.38 5.40

VRP
indir[σ*(DMe),

π*(Ben),σ*]
-0.16 -0.40 -0.02 -0.55
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terms in the other cases are 1-2 cm-1. As seen in the tables,
VRP
indir[π*(Ben)] are the main contributions toVRP

indir and much
larger thanVRP

indir[σ*], indicating that the spacerπ* orbitals
provide important routes for electron transfer in the present
systems. Note that the previous studies mainly focused on the
VPR
indir[σ*] term in hydrocarbon spacers. The second important

terms areVPR
indir[π*(Ben), σ*] for all the system. Compared to

the other systems, the magnitudes ofVRP
indir[σ*(DMe), σ*] is

notable in2b and the totalVRP is enhanced by this term in the
Au case while it is reduced in the B1u case.
4.4. Pathway Analysis. In order to obtain more detail infor-

mation on the mechanism of intramolecular electron transfer
process, we carried out the pathway analyses based on the per-
turbation series given in eq 9. Since the intermediate states
both in the Au and B1u cases have the similar structure of Ham-
iltonian matrix and the difference of ECEs between the two
cases are mainly determined by the matrix elements between
the reactant and intermediate states, the pathway analyses were
performed only for the case of Au. The important pathways of
the B1u case would be deduced from the results of analyses for
the Au.
Before proceeding the pathway analyses, the convergence of

the perturbation series in eq 9 was examined. Figure 6 shows
the contributions from thenth order terms to the ECEs in the
Basis 2 cases, wheren - 1 is the number of the intermediate
states involved. It is found that the ECE values obtained by
the perturbation calculations up to the sixth order well reproduce
the overall ECEs and the errors were within 1%. As is seen in
Figure 6, the contributions from the second and third terms are
large. It is noted that the nearest-neighbor pathways as in the
McConnell Model,46 which are mainly expressed by the fifth
or sixth terms, seem to give minor contributions in the present
case.
We focused on the third order pathways where the electron

propagates through two intermediate states strongly coupled to
the reactant and product states, respectively. We defined 18
intermediate states denoted by the states I-III and 1-15. In
the states I and II, theπ* and σ* orbitals of benzene part as in
Figure 7 are occupied, respectively. The state III corresponds
to the intermediate states involving the C-H σ* orbital in the
methyl group linked to porphyrin. The states 1-15 are
described by the excitation to the spacer C-C and C-H σ*
orbitals denoted by the numbers in the figure. The pathways
through the states I, II, and III are correlated to the decomposed
ECEs,VRP

indir[π*(Ben), σ*], VRP
indir[σ*] and VRP

indir[σ*(DMe), σ*],
respectively.
Figures 8-10 show the contributions from the third-order

pathways calculated with Basis 2. For1 and2a, the contribu-
tions from the pathways through II which mainly contribute to
VRP
indir[σ*] are found to have relatively large absolute values.

They exhibit, however, the destructive interference with one
another because they do not have the same sign. As contrasted

with the state II case, the dominant contributions from the
state I, which are responsible toVRP

indir[π*(Ben), σ*], have the
same sign, implying that these give constructive interference,
although the contributions are relatively small. Thus there are
different features of the interferences between the states I and
II and these interferences enhanceVRP

indir[π*(Ben), σ*] and

Figure 6. Contributions of thenth order terms of eq 9 in the Basis 2
case.

Figure 7. Definition of symbol for the intermediate states.

Figure 8. Contribution of the third order terms to the ECEs for1 in
the Basis 2 case.

Figure 9. Contribution of the third order terms to the ECEs for2a in
the Basis 2 case.
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reduceVRP
indir[σ*] as appeared in Tables 6-8. In order to

understand the origin of the difference in the interference
mentioned, we consider the orbital diagram in Figure 11. The
electronic interaction between the statesi andj through the state
k, Vij

k, is expressed by

In the present case, the energy denominator is negative. As
well-known, the direct electronic interaction between the states
i andk, Vik, has opposite sign to the overlap integral of these
statesSik. Consequently, the sign ofVij

k is given by

The orbitals occupied in the state I are in parallel to the product
orbital while those in II are perpendicular. As shown in Figure
11, the indirect interaction between the state I and the product
state through the intermediate states undergoes constructive
interference between the pathways involved. On the other hand,
destructive interference is given for the indirect interaction
between the state II and the product.
It is noted that the contributions from the pathways through

the intermediate state 7 is very small in the system1. Since
the subsystem1′ hasC2 symmetry, the spacer and acceptor
orbitals are well characterized by theC2 point group. Theσ*
orbital at the site 7 in Figure 7 has a very small overlap with
the acceptor orbital because these orbitals belong to theb and
a irreducible representation in1′, respectively. On the other
hand, the intermediate states 7 for2a and 2b contribute
significantly. This is because the subsystems2a′ and2b′ have
Cs symmetry and both the intermediate states 7 and the product
one belong to the same irreducible representation, A′′, which

gives a strong interaction between these two states. The
contributions from the C-H antibonding orbitals in the bicyclo
ring for 2were found to be almost zero. This also comes from
the symmetry relation between the C-H antibonding and
acceptor orbitals.
For 2b, the intermediate state 14 strongly interacts with the

state II and III, which results from short distance and matched
mutual orientation between theσ* bonds characterizing those
intermediate states due to the bended geometry of the spacer
part.

5. Conclusion

The ECEs were investigated for the long-range electron
transfer reactions in the compounds1 and2 which comprise
porphyrin and benzoquinone as electron donor and acceptor,
respectively, linked by organic spacers. We calculated the ECEs
by ab initio MO calculations. The reactant, product and
intermediate states were determined by the SECI wave functions
composed of the localized donor, acceptor, and spacer orbitals.
The ECE was defined by the sum of the direct or through space
termVRP

dir and the indirect or through bond oneVRP
indir, and these

terms were evaluated with the SECI matrix elements. In order
to elucidate the character of the ECE, the decomposition and
pathway analyses were carried out.
We compared the magnitudes of ECEs coming from the

“electron” and “hole” transfer mechanisms. The “electron”
transfer mechanism was found to dominantly contribute to the
present photoinduced electron transfer reactions. It was shown
by the geometry optimizations for the subsystems that the
compound2 has two stable structures,2a and 2b, whose
energies are almost the same. The ECE of2b was evaluated
to be larger than those of1 and2a. It means that the ECEs
depend strongly on the geometries. It is noted that the relative
magnitude of the ECEs of1 and 2b is consistent with
experimental findings.38 The decomposition analyses revealed
that the indirect ECEs are significant and theπ* orbitals of
benzene in the spacers play an important role in determining
the magnitudes of the indirect ECEs. It was also found that
theσ* states of the dimethyl groups also give large contributions
to the indirect ECEs for2b. These results were obtained by
the pathway analyses and the significance of the interference
between different pathways was demonstrated.
We employed the SECI wave functions in describing the

reactant, product, and intermediate states. Although the electron
correlation effect may be important to reproduce the excitation
energies of porphyrin, it is computationally prohibited to include
doubly and triply excited configurations for large systems as
the present case. In spite of a crude approximation for the wave
functions, the present treatment is expected to provide a
reasonable description for the electronic structure of electron
transfer system because the predominant configurations for the
electronic structures of Q-bands of porphyrin excited states are
the singly excited configurations in the Gouterman’s four orbital
space.47

It is noted that these electron transfer reactions take place
only in polar solvents. In a future study, we will investigate
the role of polar solvent on the reaction mechanism with
molecular dynamics calculations. It was shown that the
electronic wave functions determined in the present study are
stable against the electronic static field from polar solvent. Using
the molecular models constructed in the present study is
expected to give a clear description of the reaction mechanism.
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Appendix

For the classical solvent model, the electrostatic solvation
energy is expressed using the one electron operator,

whereqR
solv is the point charge on the interaction siteR of the

solvent andrRi is the distance betweenR and the electroni. In
the present case, the SECI wave functions which are stable to
the electrostatic field are defined by the unitary transformation
which reduces the off-diagonal elements of the solvation energy
operator

In the reaction dipole field approximation, the off-diagonal
elements are approximated by

wherer,RR andr0 are coordinates of the electron, the interaction
siteR and the center of mass of solute, respectively. Accord-
ingly, the stable electronic states are expected to be given with
the MOs whose off-diagonal matrix elements of the dipole
moment operator have small absolute values.
The Boys’ localized orbitals are determined by solving the

stationary problem for the functional43

The second derivative matrix ofIBoys with respect to the
variations of orbitals is negative-definite at the stationary point,
that is, the Boys’ localized orbitals give the maximum value
for IBoys. As is easily shown, the Boys’ localized orbitals are
also a stationary point for the value

and the second derivative matrix ofI at the stationary point is
positive definite. Thus the Boys’ localized orbitals give small
absolute values of the off-diagonal matrix element of the dipole
moment operator. The electronic states which are stable against
the reaction electrostatic field of the solvent are therefore

expected to be obtained with the Boys’ localized orbitals
according to eq 25.
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